HIGH QUALITY DIGITAL ACQUISITION AND VIRTUAL PRESENTATION OF THREE-DIMENSIONAL MODELS

1. INTRODUCTION

Modern 3D graphics technologies allow us to acquire accurate digital models of real objects or complex scenes; these 3D models are the starting point for the design of a large number of applications based on visual presentation, ranging from the passive (video, animations, still images) to the more interactive and immersive ones (multimedia books, interactive navigation, immersive VR/AR systems, etc.). This technology opens great opportunities for a very broad set of applications in the cultural heritage field, but obviously is not limited to this application domain. In fact, 3D scanning technology was developed for more commercial fields, such as movie/animation and industrial design; it is now intensively used in medicine, industrial inspection, urban and terrain management, design, etc.

3D scanning technology has evolved considerably in the last few years, in terms of both hardware devices and algorithms for processing the raw data produced by the scanning devices (Bernardini, Rushmeier 2002). 3D scanning devices are usually based on optical technology (laser or structured light) and use either the triangulation approach (ideal for small and medium scale objects) or the time of flight approach (effective on large scale objects, e.g. architecture). The goal of this paper is not to give a detailed description of the architecture and features of existing scanning hardware; in fact, we will just give a very brief introduction and cite some examples in section 2.

The quality of the contemporary commercial scanning systems is quite good if we take into account the accuracy and speed of the devices; cost is still high, especially for our field of application, which is usually characterized by very low budgets. The latter problem could be mitigated by a wider diffusion of these systems, since a larger number of units sold per year would probably reduce costs significantly. Given the quality of commercial systems, the focus of this paper is on the software, and the discussion involves the issues introduced by the need to efficiently process the huge datasets produced with 3D scanning devices. The quality of the commercial software is still not sufficient to allow a mass-use of this technology. In our research work in the last few years, we have proposed some solutions which are aimed at reducing the complexity of the scanning process (making it easier and faster). We have dealt with two issues in greater detail: how to improve the automation of the post-processing phase (to minimize the human-assisted phases) and how to present complex 3D data with both extreme efficiency and simple interaction.
The scanning of a complex object is performed by taking a [usually large] set of partially overlapping range scans. The classical pipeline which characterizes a 3D scanning session is rather complicated, involving many different operations (introduced in section 3). A few of these processing phases require a substantial user intervention, with long processing times and tedious work; these are the phases where we have focused our research recently, with the aim of designing solutions to improve the automation of those processes and reduce the time required for completion (see subsection 3.1).

Once we have reconstructed a digital 3D model of the scene or of the object of interest, some issues arise from the very dense sampling resolution made possible by modern scanning devices. Being able to sample in the order of ten points per square millimeter or more (in the case of triangulation-based systems) is of paramount value in those applications which need a very accurate and dense digital description. On the other hand, this information is not easy to process, render and transfer; therefore, excessive data density can become a problem for many applications. Below we have described the efficient methodologies that allow us to cope with data complexity, i.e. simplification and multiresolution representation.

Finally, the last section is dedicated to a glance at the near future and the presentation of a new technology which could play an important role in 3D acquisition, further reducing the overall cost for the end user.

2. PREVIOUS RESEARCH

Many previous research projects concern the use of 3D technology either to reconstruct digital 3D models of cultural heritage masterpieces or to present those models through digital media (Levoy et al. 2000; Bernardini et al. 2002; Fontana et al. 2002; Polefey et al. 2001; Stumpfel et al. 2003; Baracchini et al. 2004). An exhaustive description of those projects goes well beyond the scope of the brief overview that we can give in this section. We prefer instead to cite some of the seminal papers on the technologies proposed for 3D scanning and interactive visualization.

Automatic 3D reconstruction technologies have evolved significantly in the last few years. An overview of 3D scanning systems is presented in Curless, Seitz 2000. Among the 3D scanning systems most frequently used in cultural heritage digitizations, are the so called active optical devices. These systems project some sort of light pattern on the surface of the artifact and reconstruct its geometry by registering how the structured pattern is reflected by the surface. Examples are the many systems based on triangulation (using either laser stripes or more complex light patterns produced with a video projector). Very promising, but still not very common, are the passive optical devices; in this case the artifact is usually placed on a rotating platform, a
large number of images are taken during rotation and a complete model is reconstructed from these images.

Unfortunately, most 3D scanning systems do not produce a final, complete 3D model but a large collection of raw data (range maps) which have to be post-processed. This is also the case of all the accurate active optical devices. The structure of the post-processing pipeline is presented in the excellent overview paper by Bernardini and Rushmeier (2002); some new algorithms have been proposed since the publication of this review paper, but the overall organization of the pipeline has not changed and therefore the description is still valid.

The high resolution meshes produced with 3D scanning are in general very hard to render with interactive frame rates due to their excessive complexity. This problem gave rise to intense research on: simplification and multiresolution management of huge surface meshes (Garland, Heckbert 1997; Hoppe 1999; Cignoni et al. 2003); and interactive visualization, where both mesh-based (Cignoni et al. 2004) and point-based solutions (Botsch et al. 2002; Rusinkiewicz, Levoy 2004) have been investigated.

3. PROCESSING SCANNED DATA

Since most of the current scanning systems acquire only a portion of the given artifact in a single shot, a complete 3D scanning requires the acquisition of many shots of the artifact taken from different viewpoints, to gather complete information on its shape (digital acquisition of the geometry and topology). Therefore, to perform a complete acquisition a first phase is to acquire many shots, producing the so called range maps, i.e. single views of the object which encode the sampled points’ geometry; the number of range maps requested depends on the extent of the surface of the object and the complexity of its shape. Usually, we sample from a few dozen up to several hundred range maps. This set of range maps has to be processed to convert the data encoded into a single, complete, non-redundant and optimal 3D representation (usually, a triangulated surface). An example of digital model produced with 3D scanning technology is presented in Fig. 1. The processing phases (usually supported by standard scanning software tools) are:

– Range map alignment, since by definition range map geometry is relative to the current sensor location and has to be transformed into a common coordinate space where all the range maps lie well aligned on their mutual overlapping region (i.e. the sections of the range maps which correspond to the same portion of the artifact surface).
– Range map merger (or fusion), to build a single, non redundant triangulated mesh out of the many, partially overlapping range maps.
– Mesh editing, to improve (if possible) the quality of the reconstructed mesh.
– Mesh simplification, to accurately reduce the huge complexity of the model obtained, producing different high quality Level Of Details (LOD) or multi-resolution representations.
– Color mapping, to enrich the information content by adding color information (an important component of the visual appearance) to the geometry representation, producing in output textured meshes.

The Visual Computing Lab of ISTI-CNR has designed and implemented a set of scanning tools: MeshAlign, MeshMerge, MeshSimplify (Callieri et al. 2003), Weaver (Callieri et al. 2002) and TexAlign (Franken et al. 2005) which support all the post-processing phases described above. The second generation of our tools has been produced in the framework of the EU IST “ViHAP3D” project (2002-2005). Our intention is not to give a comprehensive description of these tools here, but simply to give first a very brief overview and then a characterization of the problems and the bottlenecks in 3D scanned data processing.

MeshAlign makes it possible to register multiple range maps; it adopts a classical approach based on first, a pairwise local and then a global alignment (Pulli 1999). This canonical approach has been implemented with a number of innovations to reduce the user contribution, to improve efficiency and ease of use, and finally to support the management of a large number of range maps (in fact, we were able to process range datasets containing up to six hundred range maps).

The alignment task is usually the most time-consuming phase of the entire 3D scanning pipeline, due to the substantial user contribution required by current systems. The initial placement is heavily user-assisted in most of the commercial and academic systems (requiring the interactive selection and manipulation of the range maps). Moreover, this kernel action has to be repeated for all the
possible overlapping range map pairs (i.e. 6-8 times the number of sampled range maps). If the set of range maps is composed by hundreds of elements (the scanning of a statue 2 meters tall generally requires from 200 to 500 range maps, depending on the complexity of the shape of the statue), then the user has a very complex task to perform: for each range map, he must find which are the partially-overlapping ones; given this set of overlapping range maps, he must determine which ones to consider in pair-wise alignment (either all of them or a subset); finally, he must process all those pair-wise initial alignments. Our goals in the design of MeshAlign were:

– To support the management of very large sets of range maps (from 100 up to 1000); this can be achieved by providing both a hierarchical organization of the data (range maps divided into groups) and by using multiresolution representation of the data to make rendering and processing more efficient.

– Since the standard approach (user-assisted selection and initialization of all the overlapping pairs and the creation of the correspondent alignment arc) becomes impractical on large set of range maps, we planned to provide instruments for the automatic setup of most of the required alignment actions (see next subsection).

– Finally, provide visual/numerical presentation of the intermediate status of the alignment process and of the accuracy achieved.

MeshMerge (Callieri et al. 2003), our volumetric reconstruction tool, is based on a variant of the volumetric approach (Curless, Levoy 1996). MeshMerge can manage large range map sets (many million sample points) on low-cost PC platforms with an excellent level of efficiency.

A very important feature of a reconstruction code is the performance of a weighted integration of the range maps and not just joining them. Since we usually have a high degree of overlap (and considering that sampled data contain some noise), a weighted integration can significantly improve the accuracy of the final result, reducing the impact of the possible noisy samples which are located in proximity of other more accurate samples taken with overlapping range maps. Another important feature of a reconstruction code is the ability to fill up small holes (i.e. region not sampled by the scanner); this is an optional feature of MeshMerge.

Since the adoption of a volumetric approach requires a very large memory footprint on big dataset, MeshMerge provides a split-reconstruction feature: to process huge datasets it works on sub-sections of the data (out-of-core), loading only the range maps involved in the generation of that single section of the voxel set. The various parts of the final model are joined after the split-reconstruction process with a small time overhead; the boundary of the sub-blocks are guaranteed to be identical so the joining of resulting sub-meshes is trivial.
The reconstructed models (when produced using a voxel size equal or smaller than the inter-sampling distance used in scanning) are usually huge in size (i.e., many millions faces). Most applications require significant complexity reduction in order to manage these models interactively. Two problems arise when we try to simplify such models: we need a solution working on external memory to cope with these big models; simplification has to be accurate if we want to obtain high-quality models and accurate visualization.

Our MeshSimplify tool (CIGNONI et al. 2003) has no limits in terms of maximal size of the triangle mesh in input, since it adopts an external-memory approach; at the same time, it ensures high-quality results, since it is based on edge collapse and takes into account both accuracy of geometry and shape curvature (GARLAND, HECKBERT 1997; HOPPE 1999).

Finally, the Weaver tool (CALLIERI et al. 2002) supports the reconstruction of textured meshes from a sampling of the object appearance. We usually perform the acquisition of the apparent color (reflected color, illumination-dependent) using digital photo cameras. This is the easiest and most practical approach, since setting up a controlled lighting for a more sophisticated acquisition of the reflection properties of the object’s surface (BRDF acquisition, see LENSCHE et al. 2003) is often impossible or impractical for cultural heritage artifacts. To map color data on the 3D model we first compute the inverse projection and intrinsic parameters for each photo (from the image to the 3D mesh) using our TexAlign system (FRANKEN et al. 2005). Then, the Weaver tool computes an optimal coverage of the 3D mesh with sections of the original images, packs all the used portions in a new texture map and stores UV parameterization in the triangle mesh. Finally, it reduces color (hue/intensity) disparity on boundaries between overlapping photo parcels.

3.1 Making alignment an automatic process

Solutions for a completely automatic scanning system have been proposed, but either these systems are based on the use of complex positioning machinery, or adopt passive silhouette-based approaches which do not guarantee the required accuracy. An alternative approach is to design new solutions for the classical scanning pipeline which would transform it into a mostly unattended process. In particular, the range map registration phase is the only task where considerable human intervention is still requested. Several papers have proposed methods for automatic alignment, usually based on some form of shape analysis (see CAMPBELL, FLYNN 2001 for a survey paper).

In designing a new solution (FASANO et al. 2005), we started from a few initial conditions directly gathered from our experience in 3D scanning. First, the detection of the pairs of overlapping range maps can be made much simpler, once we notice that 3D acquisition is usually done by following simple scanning pose paths. Users usually acquire range maps in sequences, following either a
vertical, horizontal, raster-scan or circular translation of the scanning system (Fig. 2). The different types of sequences share some common properties: they contain an ordered set of \( n \) range maps, such that range map \( R_i \) holds a significant overlapping with at least and \( R_{i-1} \) and \( R_{i+1} \). Vertical, horizontal or raster-scan stripes are often produced when acquiring objects like bas-reliefs, walls or planar-like items. Circular stripes are indeed more useful when acquiring objects like statues, columns or cylindrical-shaped objects.

If we can assume that the acquisition has been performed using one of these stripe-based patterns, then we may search for overlapping and coarse registration on each pair of consecutive range maps \( R_i, R_{i+1} \). From the point of view of the registration algorithm, all the stripe patterns defined above are equivalent: an automatic registration module can processes each couple \( R_i, R_{i+1} \) in order to produce in output the roto-translation matrix \( M_i \) which aligns \( R_i \) to \( R_{i+1} \).

The subset of registration arcs defined above is not complete (since we usually have many other potential overlaps between range maps), but sufficient for the application of an intelligent ICP-based solution. Our MeshAlign system is able to complete the required arcs (interconnecting \( R_i \) with all the overlapping range maps, not just \( R_{i-1} \) and \( R_{i+1} \)) in an automatic manner. MeshAlign adopts a spatial indexing technique, which for each 3D grid cell stores the set of range maps passing through that region of space, to detect possible overlap and to run on the corresponding range map pair the required ICP-based alignment. Given the occupancy grid information and once a single alignment arc is provided for each range map, our registration system is able to introduce all the arcs needed (in a completely unattended manner), by selecting and processing only those which satisfy a minimum-overlap factor.

To solve the rough registration of range map \( R_i \) over \( R_{i+1} \), we have developed an efficient shape characterization kernel which works directly on the
discrete range map space. Like other surface matching algorithms, we look for a small set of feature points which characterize the first range map. For the sake of simplicity we consider our input meshes as regularly sampled 2D height fields. In a second step, for each of these \( k \) points on \( R \), we search for the potential corresponding points on the second mesh \( R_{i+1} \). Finally, out of those possible \( k \) pairs we choose the group of four matching points which gives the best coarse alignment (see Fig. 3); if the required accuracy has not been achieved, we iterate until convergence, by selecting and checking several different points.
The metric defined to select matching points is invariant with respect to the usual transformations (translations and rotations) that occur to the meshes belonging to a strip. This metric is not invariant to consistent rotations over the view direction of the scanning device. However in standard 3D scanning rotating the scanner along his viewing axis is rather uncommon (the scanner is usually connected to a tripod, which makes impossible to apply a substantial rotation along the viewing axes).

The proposed registration algorithm was tested on many large datasets coming from real scanning campaigns (each range map contains therefore real raw data, usually affected by noise, artifacts and holes).

An example concerning a bas-relief is shown in Fig. 4, with an approximate length is 2.5 meters; in this case two raster-scan (snake-like) stripes were acquired, for a total of 117 meshes (about 45.5M vertices). The overall alignment required 1h:50min (on a Pentium IV 2.4GHz), i.e. much less than the raw scanning time (approximately 4 hours in the case of the bas-relief). The solution presented is sufficiently fast to run in the background during the acquisition, processing all the scans in sequence as soon as they are produced.

### 3.2 Mapping complex photographic detail on 3D models

Many applications require sampling not just the geometry, but also the color information. Cultural heritage is obviously a good example of an application field were an accurate management of color data is required. Accurate approaches for sampling the reflection characteristics of an artifact surface have been proposed (e.g. BRFD sampling), but are still too complicated to be massively applied to cultural heritage applications were, usually, we do not work in controlled lab conditions but in crowded museums.

For most practical cases a simpler approach is adopted: a series of pictures taken by a digital camera are stitched onto the surface of the object, trying to avoid shadows and highlights and taking pictures under favorable light conditions. However, even in this simpler case, the pictures need to be processed in order to build a plausible texture for the object (Callieri et al. 2002).

A basic problem in managing color information is how to register the images with geometric data. In most cases, the set of images is taken after the scanning, using a consumer digital camera. This registration step is again a complicated, time-consuming phase which requires substantial intervention of a human operator. Unfortunately, no fully automatic powerful approach has been proposed for the general problem (i.e. a large and complex object, where each image covers only a subset of its overall extent). The user is usually required to provide correspondences, or hints on the correspondences, which link the 2D images and 3D geometry.
In a recent research project we designed a new tool to support image-to-geometry alignment, *TexAlign* (Franken et al. 2005), in which the main goals were: to reduce user intervention in the process of registering a set of images with a 3D model; to improve the power of the process by giving the user the possibility of selecting correspondences which link either 2D points to 3D geometry (image-to-geometry correspondences) or 2D points to 2D points (image-to-image correspondences). The latter can help a lot in all those cases where a single image covers a region where the surface does not have sufficient shape features to allow an accurate selection of image-to-geometry correspondences. The *TexAlign* tool tries to solve the problem by setting up a graph of correspondences, where the 3D model and all the images are represented as nodes and a link is created for any correspondence defined between two nodes. This graph of correspondences is used to keep track of the work done by the user, to infer automatically new correspondences from the one represented and to find the shortest path, in terms of the number of correspondences that must be provided by the user, to complete the registration of all the images.

In all those cases where the operator has a large number of images to align and map to the 3D shape, *TexAlign* makes it possible to reduce the time needed to perform the alignment and to improve the overall accuracy of the process. Some results are reported in (Franken et al. 2005). This system has been recently used to map a complex photographic sampling (more than 61 pre-restoration and 68 post-restoration images to be mapped on the David model, see Plate IX).

4. **Interactive visual presentation of very large models**

Some issues arise from the impressive increase in data complexity (and richness) provided by the evolution of 3D scanning technology: how to manage/visualize those data on commodity computers; how to improve the ease of use of the visualization tools (as potential users are often not expert with interactive graphics); how to support the presentation of other multimedia information together with the visualization of complex 3D geometry. Our Virtual Inspector browser (Callieri et al. 2007) has been designed to give a solution to these issues.

4.1 **Simplification and multiresolution management of very large models**

One of the major issues is how to cope with the complexity of the data. A first approach is to adopt a data simplification approach, i.e. to reduce the data resolution at the expense of a loss of geometric accuracy. Many solutions have been proposed for the simplification of 3D triangulated surfaces, usually based on the iterative elimination of selected vertices or faces. The basic idea
is: to select at each iteration the local change (e.g. collapse a given triangular face into a vertex) which minimizes the loss of accuracy; and to repeat these local changes (each one reducing the size of the mesh of a few triangles) until either the required model size (“no more than 100K faces in the final model”) or degradation of accuracy (“error should not be greater than 0.5 mm”) is met. This approach allows the construction of any level of resolution we want, usually with a rather expensive computation (from a few seconds to a few hours, depending on the solution used and the complexity of the initial surface). Simplification is very handy to produce models which fit the specific application (e.g. a model for a web presentation which should be downloadable in a given short time, or a model to be used for rapid reproduction by a 3D printer).

Another approach is to store not just the final simplified model, but all the intermediate results obtained during simplification. The latter have to be encoded in an efficient data structure (multiresolution encoding) that will allow our application to extract in real time models at a resolution optimized to the requirements of each single frame of the application (e.g. a visualization browser).

Virtual Inspector is a visualization system that allows non-expert users to inspect a large complex 3D model at interactive frame rates on standard PC’s. To support the efficient manipulation of massive models, Virtual Inspector adopts a new multiresolution approach where view-dependent variable resolution representations can be extracted on the fly (CIGNONI et al. 2004). For each frame, the best-fit variable resolution LOD is selected according to the current view specification (higher resolution for the portions in foreground, progressively lower resolution for data in the background) and the required visualization accuracy.

4.2 Usability of virtual heritage worlds

The ease of use of a tool intended to present cultural heritage material to ordinary people (still not very used to 3D graphics and computer games) is an important factor for the success of an application. One of the most complicated actions that has to be performed is to drive navigation in virtual space. Therefore, free navigation should be required only in those cases where this action really adds something to the learning experience. The risk is to have the visitor become disoriented (e.g. discover himself lost in sidereal space, maybe just because he turned his back to the scene) and abandon the system.

Virtual Inspector is mainly intended for the visualization of single works of art (sculptures, pottery, architectures, etc.), and adopts a very intuitive approach to guide the virtual manipulation and inspection of the digital replica, based on a straightforward metaphor: we provide a dummy representation of the current inspected model on a side of the screen, which can be rotated on
its axis; to select any given view the user needs only to point with the mouse to the corresponding point on the dummy (Plate IX).

Another important characteristic of a visualization system is its flexibility and configurability. To fulfill this objective developers would be forced to design very complicated systems characterized by a very complex set of functionalities (e.g. consider scientific visualization tools). Conversely, while designing Virtual Inspector as a system oriented to non-expert users (i.e. museum visitors), our approach was to define a restricted set of functionalities and to provide the system with an easy installation interface for the selection of the subset of these functionalities that the designer of the specific installation want to include in the installation (i.e. a museum stand).

All main parameters of a Virtual Inspector installation can be easily specified via XML tags contained in an initialization file, such as: which 3D models are to be rendered (a single mesh or multiple ones), the system layout characteristics (i.e. how the different models will be presented on the screen, where GUI buttons are located), the rendering modes (e.g. standard Phong-shaded per-vertex colors or BRDF rendering) and the interaction mode (e.g. model manipulation via the standard virtual trackball, the dummy-based “point and click” interaction, or both). Therefore, the design of the graphic layout can be done easily by a professional graphic designer, since the layout of the application, all icons and background graphics elements can be completely redesigned with respect to previous incarnations of the Virtual Inspector system. This can be done by the easy specification of the new images and location on the screen of all icons and elements of the GUI in the XML initialization file and does not require either programming nor recompilations of Virtual Inspector. It is a task that can be easily assigned to an operator with very limited IT competence.

4.3 Not just 3D data: adding other knowledge

Hot spots are a very handy resource for associating multimedia data (e.g. html pages) to any point or region of a 3D model. This allows us to design interactive presentations where the 3D model is also a natural visual index to historical/artistic information, presented using standard HTML format and browsers (Fig. 5).

The specification of hot spots is extremely easy in Virtual Inspector; modifications to the 3D models are not required. We provide a simple 3D browser to the person in charge of the implementation of the multimedia presentation, which makes it possible to query the 3D coordinates of any point on the surface of the artifact (by simply clicking with the mouse on the corresponding point). Then, a new hot spot is specified by introducing a new XML tag in the Virtual Inspector specification file. The hot spot XML tag specifies basically the 3D location and the action that has to be triggered when
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Fig. 5 – Virtual Inspector: the “Arrigo VII” statue rendered with active hot spots (top); a short popup panel with a short info, describing the missing hand, appears when the mouse passes over the hotspot located on the hand (left), or a more complex page associated to the hotspot on the neck (right).

clicking on the hot spot (e.g. the name of the html file, if we want to open a multimedia page). After activation, the control passes to the html browser, while Virtual Inspector remains sleeping in the background and automatically regains control of the interaction whenever the html browser is closed.
5. A GLANCE AT NEAR-FUTURE TECHNOLOGIES

One of the most frequent issues in the common practice of cultural heritage 3D scanning is the high cost of the technologies involved, which often become unsustainable for low-budget projects. Classical high quality laser-based technologies, like the approaches based on time-of-flight or triangulation cited in the introduction, employ high end hardware whose price spans in the range of 40-100 thousands Euro. Luckily enough, a cheaper and lower quality alternative approach is emerging, performing 3D reconstruction from a simple sequence of high resolution digital photos of the artifact.

The recovery of three dimensional structure out of a sequence of photos is a well studied field in computer vision literature, but, until recently, it was difficult to really exploit the results of the many algorithms presented within a single framework (Pollefeys et al. 2001; Vergauwen 2006).
A result of the application of this technology is shown in Fig. 6. The model shown in Fig. 6 was reconstructed by around one hundred 6M pixel photos of the Arc du Triomphe (Paris, France), shot all around the monument. This particular reconstruction was performed with the experimental tools and web service that have been developed within the European IST Network of Excellence Epoch (http://www.epoch-net.org/). Users registered on this web service can simply upload their photo sequences on a remote server that automatically converts the photos into a sequence of aligned range maps (one for each photo) that can be downloaded and processed by the user. In exchange the user has to provide public, non-commercial access to the reconstructed 3D data.

The advantages of this new approach are quite evident: the only hardware required is a simple good quality digital photographic camera and the scanning process requires simply taking a reasonably large number of photos (in the order of many dozens or about one hundred) all around the object. On the other hand, this approach still exhibits less geometric precision than the well-assessed laser-based 3D scanning technologies; moreover, since the reconstruction process is based on the detection of corresponding features on consecutive photos, it encounters some difficulties in the reconstruction of artifacts with flat and uniformly colored parts.

6. Conclusions

3D scanning can be considered as a nearly mature technology. The research performed in the last few years has produced significant results, but some issues still remain open. We have presented some recent results on two different sides: how to increase the automation of the scanning process (which, unfortunately, is still user-assisted if we want to produce a good-quality model); and how to manage efficient rendering of very large models, supporting also the integration of multi-media data to the 3D mesh with the classical hyperlink approach.
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ABSTRACT

Detailed and accurate digital 3D models can be produced with 3D scanning devices, which allow to convert reality in digital form in a cost- and time-effective manner. The capabilities of this technology and the global methodology are presented here in a synthetic manner. Moreover, we focus on the main issues which are preventing its wider use in contemporary applications, such as: the considerable user intervention required, the usually incomplete sampling of the artifact surface and the complexity of the models produced. Another emerging issue is how to support the visual presentation of the models (local or remote) with guaranteed interactive rendering rates. Some practical examples from the results of current projects in the cultural heritage field will be shown.